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Minutes of LHC-CP Link Meeting 33 held on 18.02.2003

Present:

M.E. Angoletta (scientific secretary), L. Arnaudon, V. Baggiolini, R. Billen, A. Butterworth,
E. Ciapala, P. Charrue, A. Daneels, S. Deghaye, F. Di Maio, B. Frammery, P. Gayet,
P. Gomes, A. Hilaire, M. Lamont, R. Lauckner (chair), I. Laugier, M. Pezzetti, B. Puccio,
A. Rijllart, R. Saban, J. Serrano, C-H. Sicard.

Agenda

Matters arising from Previous Meetings.

LHC-CP News — R. Lauckner

GPRS tests — R. Lauckner

Status report from signals Working Group — E. Ciapala.
Analog signals acquisition: status and plans —J. Serrano
AOB.

AU S

Minutes
1. MATTERS ARISING FROM PREVIOUS MEETING

Robin mentioned that several discussions took place in the CO group on how to tackle the
issues arisen during the last LHC-CP meeting. Meetings have already been organised for
the technical points while a LHC-CP meeting will probably deal with the non-technical
issues. Finally, Axel has provided a new scheduling updated with the latest feedback
received after the last LHC-CP meeting.

2. LHC-CP NEWS

No news this time.

3. GPRS TESTS - R. LAUCKNER

Robin gave a short presentation concerning the GPRS service, following a couple of
meetings with IT/CS. The bandwidth available with the current system is the same as what
we have from home, i.e. equivalent to a 56K analogue modem. However, IT/CS will not
release the current system as a service at this moment for several reasons. First, its cost as
proposed by Swisscom is too high. Second, some data corruption phenomena have been
experienced. Third, incoming packets should pass the CERN firewall, therefore the access
protocol to the technical network should satisfy CERN safety rules.
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It is now mandatory to test the current GPRS system and ascertain if it is really the way to
go. IT/CS are ready to collaborate and a test should be scheduled within a couple of weeks.

Philip mentioned two outstanding issues.
First, the cryogenic group asked for “prise portables”, but at the moment none is available.

Second, the cryogenic experiences would like to be connected to the technical network. At
the moment, they are under the corresponding experiment’'s network and the two networks
are completely separated, physically and concerning the budget. The corresponding
experiments would have to be notified and agree upon the network change. Philippe
underlined that cryogenic systems for experiments and other systems already on the
technical network will have to be operated from the same Control Room. As a
conseguence, using the same network could make the situation simpler. Robin mentioned
that both networks can be connected to the control room, in any case, and there is nothing
much to gain from that. Finally, Isabelle underlined that the people working on vacuum for
experiments have the same type of requests and issues.

4. STATUS REPORT FROM SIGNALS WORKING GROUP (E. CIAPALA)

Ed started his presentation by reminding the Analog Signals Working G&WG|
mandate. The main points of the mandate are: a) to make a proposal for the next generation
signal monitoring systems; b) to review the plans for upgrading the current NAOS system
and for making available new signals and facilities; c) to coordinate prototyping work, such
as the signal observation for the TT40 extraction line (detailed by Javier in the following
presentation).

Ed underlined that PS and SPS users are generally happy with the existing nAos system.
There are, however, some problems and limitations that are currently being addressed. For
instance, most manufacturers replaced the VXI bus (used in nAos for HP oscilloscopes)
with the cPCI one, with the consequence that it is not possible to replace existing HP
oscilloscopes. Another example is that the bandwidth available on multiplexers is quite
narrow (50 MHz) in comparison to the oscilloscopes bandwidth (250 MHz). The
consequence is that high frequency signals have to be connected directly to the
oscilloscope, without passing through the multiplexer. Finally, the nAos protocol limits to
500 the number of points that can be transmitted. This was acceptable with old
oscilloscopes equipped with non-deep memory, but is not acceptable for new, deep-
memory oscilloscopes.
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Ed went on by listing the LHC requirements for the analog observation systems. Among
others, it must support a post mortem analysis. Ten microsecond is the maximum precision
required for triggering, time-stamping or data synchronisation; faster timing triggers (such
as the 5 ns) will be provided directly from RF.

Several functionalities will be available in the next generation nAos. For instance, there
will be the possibility to have “dual channel” operations, i.e. multiple channels triggered by
the same trigger. As Javier mentioned during the short discussion that followed, this option
represents a trade-off between functionality and cost. On one side, multi-channel
oscilloscopes have a cost-per-channel reduced if compared to oscilloscopes with less
numerous channels. On the other side, usually all channels on the same board are triggered
by the same trigger, therefore having boards with multiple channels limits the flexibility of
the system.

Another functionality available in the next generation nAos will be the presence of
wideband multiplexers. In addition, the number of points retrievable from a digitizer will be
increased. Concerning the triggers, a wider choice of triggering modes will be available.

Concerning data treatment, both data and acquisition settings will be stored in a common
database. The new nAos will be compatible with the post-mortem; it should be noted that
the post-mortem data format in the database has not yet been decided, although J.
Wenninger (PMWG) has already made a proposal.

Ed concluded his talk with a few functionalities that haven’'t been required (yet?), such as
the setting switching from cycle to cycle and the 1 ns precision in slow timing trigger.

Robin remarked that for TT40 an important functionality would be shot-by-shot logging.

5. ANALOG SIGNALS ACQUISITION: STATUS AND PLANS (J. SERRANO)

Javier started his talk by giving an overview of the current nAos system. There are two
types of crates involved: VXI crates and timing crates. VXI crates digitizarhtg
signals and send digitized data to virtual oscilloscopes applications over the LAN. Timing
crates deliver triggers to the other crates, and are setup from the application through the
LAN.

Robin asked if there had been any market surveys before putting together the current
system, to ascertain the availability of commercial applications capable of satisfying our
needs. Bertrand answered that there were no commercial solutions capable of supporting
pulse-to-pulse modulation (ppm).
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Javier continued by listing the hardware choices for the new nAos system. The new bus of
choice is the cPClI, since the vast majority of hardware manufacturer are now supporting it.
Acqiris fast digitizers will be the standard digitization hardware, together with Concurrent
Technologies Pentium-based CPU boards equipped with an in-house developed PMC
timing card.

The software architecture will be three-tiered and Linux will run in the cPCI crates. Pierre
Charrue asked which Linux version is the one used. The answer was that so far a special
version had been prepared by Nicolas; that was necessary because standard releases present
problems with the diskless boot.

The current status of the development is very encouraging. The Concurrent Technologies
CPUs and different versions of Acgiris digitizers have been tested. A backup VXI solution
is already available for the TT40 tests.

The choices made for TT40 tests include Linux as OS, Acqiris fast digitizers and
Concurrent Technologies CPU. The SPS mountain range is being developed in Labview,
and will be ported later on to the architecture chosen for TT40. Appropriate equipment
modules for Acqiris digitizers and multiplexers are currently being defined.

Bertrand commented that so far the triggering part was the most difficult part of the analog
observation systems. It is very convenient not to have to worry about it for the TT40 tests;
it will of course come, for future systems.

Robin underlined again that it would be important to provide TT40 with a shot-by-shot
logging, as opposed to logging at every cycle.

Frank di Maio asked about the development of a new GUI to be used with the new nAos
system. Javier underlined that the cPCI oscilloscopes can already be seen as traditional
nAos oscilloscopes, since the software running on VXI has already been ported to cPCI.
However, there is the need to overcome the limitation on the number of points that can be
transferred, limitation linked to the protocol used by the old nAos system. Delphine Jacquet
will probably develop such new GUI application, but this has not yet been officially agreed
upon.

Robin asked when the SiWG will provide a time planning for the TT40 development.
When Javier answered that this will happen very soon, Robin suggested to present it at the
next LHC-CP meeting.



LHC-CP/RJL Page 5 of 5

Finally, Bertrand asked Maria Elena how she intends to proceed with the different systems
based on Acqiris digitizers in the BDI group. | answered that I'm already in contact with
Stephane Deghaye and Javier for jointly specifying the EM relative to the Acqiris fast
digitizers family, so to have a common interface to a common hardware.

Reported by M. E. Angoletta



GPRS Service

Leaky feeder in sector 7-8 is installed and operational

Useful bandwidth of current system equivalent to 56K
analogue modem

Current Swisscom offer is at unrealistic cost and data
corruption has been experienced

Mobile telephony service contract being renewed.
Outstanding technical issues still to be addressed through
tender and later discussions

Incoming packets must pass CERN firewall, a production
VPN service exists but proposed access to the technical
network is against current rules (http://cern.ch/vpn)

IT/CS ready to collaborate with LHC-CP for a limited test
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Analog[$ignalsWorking[GroupIBiWG

Status[Report:

Part[l.IIE.[Ciapala)
= |ntroduction:Mandate, SiIWG and[activities

= CurrentS8ystems[andew(fequirements

Part2.IIJ.[$errano)

= ProgressiSolfarH Status@ndplans
» System[hardware(@nd(Softwareldevelopments
» Tests@ndPilotlprojects

= Realization@ffapplicationSoftware

= Goals@andmilestones[ford T40[extractionfests
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SIWGMandatellH Phasel®bjectives

® Producel@acceleratoriwideproposalfornextldgeneration(ofSignallmonitoringSystem
Functionallequirements,[$cope, Technicalproposal,
Ensurehaximum@ompatibilityWith[@therS8ystems,[@.g.[Alarms,Ibgging,[post-mortem.

Cost/manpowerlestimates@ndimescales, Work[packages(andfesponsibilities
Maintenancelplan, Strategyforfurtherl@volution

® Review@ndnderstand@urrentplans(ib:
Upgrade[®PS/SPSINAOS
Provide(Signalsor[SL[Rickers,ILIHCdamper@ndRFSyatems
ProvidefacilitiesiandSupportforllHCpost-mortem

® Coordinatelprototypingiork:[{Pilot(Projects)
PSMAOSI[replacement
TT40[extraction
RF[astimountainfangedisplay,Triggeringhardware

® Del

iverablesforMay2003:

Thelacceleratoriidelproposal
Working8ystemforT T40extractionhardwarel@ommissioning[&Beam tests, @xpected[August[2003.
WorkingSystem{or[LEIR, [preferablydisinglaldommon(solution.
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SIWG[Members

Groupslihvolved:
= PS-CO, PS-OP, SL-BT, SL-CO, SL-HRF,SL-OP.

Members:
Stephane(Deghaye (CO);MucalArnaudon(RF);JavierlBerrano{CO);0
GabrielMetral (OP);EtiennelCarlier (BT);ErichBracke (RF)GL
Edmond[CTiapalal(RF);DelphinelJacquet (OP);AdriaanRijllart{(CO)

Part time: Thijs[Wijnands{CO)

Documentation
= Minutes[ofiiheetings,feportsonLHCICPweb(Site
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SIWG[Meetingsl

9 meetingsfheldSinceMay2002:

[

© ® N

Mandate(&[0rganization

nAos inPS[{Javier),[SPSmountainangel(Luca),[SPSextractionKicker[]
requirements[(Etienne)

LHCrequirements[{M.ILamont)

LSS4[extraction(&[proposall(Etienne), [DACQhardwarelSurvey

nAos in[SPS[(Bernard Desforges),hardware(&[Softwareldevelopments
Hardwarel{multiplexers)and dacq crate(Software
MMSSystems[({Adriaan), lLF[Acquisition[S8ystems[{(Erik), nAos protocol
GUI[Solutions[{(Eugenia)E>["Business(layer”
Review(offfirstfeportionlfindings, fequirements(andfhewayforward...
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Review[of[Existing[Acquisition[$ystems - nAos

® 30¥XldratesldontainingMPdscilloscopes, ultiplexers
® LocalSoftwarelih[@rate VxWorks/LynxOS

¢ 1500[Analog(Signalsidonnected

® DedicatedVXIirigger[SourcelCrate

® User@pplication[C/Motiflunderlinux

® 100hSCBelfimposed’limitionlacquisitionioldisplaydime

PS@ndSPSusersigenerallyileryhappy

Positivelfeatures:
= Crates[dloselfoléquipment
= ConvenientlUser(ihterface
= Userldeservation[ofléquipment,(priority[@llocation
= Pre/postliriggerldatalacquired
= Datalidentifiedwith(@yclelfype
= DatalStoredlih[database
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NAOS[Z Present(Limitations

® VXldroppedbyhajorianufacturers(ofifastidigitalldscilloscopes,havehoved
to[Compact®PCI

® Presentultiplexers onlyhave30MHzBandwidth,[Scopeshave250MHz
Critical[HF[Signals[@onnected(directlyfoscopes

® Upgradelo6fSystem@nd@ccommodationofiiewfequirements(aredifficult:

= Workstation[@pplication(programhas[hadhanyhodifications@nd(is[difficultfo]
maintain.O

= ThelSystemlishotBpen,hakingiidifficultfobuild@mbewlapplication@asily
Communicationbetweenheldrates@andthe@pplications(ismot[AB-COI[Standard.
Datalformatlismon-standard

® Currentlyfvoldatabaseslholdingldonfigurationlinformation[d PSI&[SPS

® SPSIPSHriggeringSchemes@reldifferent(SPShon-standard)

® Limitationon@umber6fpointsioB300,duefofransmissionofldatalihaiSingled
UDP[packet

Additionalfequirementsfaskedfor:
= Differentlfriggeringodes,
= Increaselihthelumber(oflpointsiperlcurve
= AnalysisfacilitiesSuch@s[peak(detection
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Existing[Acquisition[$ystems3 Quenchfecording[{A. Rijllart)

® Magnetiestlbenches[in[(EM18,[500[thannels/system.[Three[systems(installed]
and(threehorefoldome.[OneSystemforihellHCString(2,[1000¢hannels.

®* VMEQratesOvithiinedium-frequencyfangeldigitizers.(INo[localldperating[$ystem]
involved.[A[LabVIEWapplication[tontrols[the[settingsCand[Hatalis(ransferred
over[MXIibbcalWorkstations[{Suniunning[$olaris).
Datalisboth(SentbAnNFSHileServerl@andiolanOracle(Server.
Operatorslinithe[Bench[ControllRoom[tan(display(and analyse theldataluising[]
displayl@onsoles[{Sun).

® SomeltontinuouslyCtecordedsignalsCcanCbelmonitored(fromlCanyluser'soffice]
using@ivebtiewer.

® UseloflllabVIEWbr(Signalfreatment

® Somelfeatures(oflfhelSystem:
= Eventliggeringls@nimportantfeatureZ>@onfigurablelevels
= Datalfime-stampinglisisingUNIXHmefromiheWorkstations

= Configurationldata,lile.[@dhannels,[Samplingrates, {friggerldonditions, for(differentfypest
ofeasurements(Storedlihfiles

= Largel@mountsfldatalacquired3upfo200Mbytesperirigger
= Sampling(8peedsfangefrom@fewks/stb10Ms/slihldiodefestench
= Costlis[@aroundBOOCHF[peridhannel
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LHC[Requirements[(SiWGEM.Lamont)

¢ ManyOLHCOsystemsOwillThaveOtheirJownCDinbuiltCmonitoringCand OPost-

Mortem(acilities.(e.g.[uenchprotection,[powerl@onverter,eam lossll)

¢ Rawl@nalogiSignalsiwillbeprovidednainlyyRFAndBT[Systems.

= Roughly0J4000signalsOforOtheinjectionUkickersDandOdump Ckickers, DinCthe O
frequencyfange[DCIb[B0MHz, With[afew(Signalstpio200MHz.0

= Forlfhe[RF@&ndransverseldamper3ystems3[200signalslin[ihe® to 40 MHz[
range,With[20[0r[SoRF(Signalslih1 GHz[fange.

®* PMModedfl@peration
® NeedbldorrelatedatawithfhatfromSystemswithlihbuiltiionitoring
® Fastimingriggersareldirectly3uppliediivhereheededfoRFandkicker(]

equipment

® Otherwise[holtequirement[for[better[than[l0usprecisionforliriggering,

time-stampinglor8ynchronization(dfldata
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TT40[TestRequirements

® LHClihjectionlfequirementsiwillBeSimilarfohe[$PS[éxtraction requirements.

ThelTT400broject:[Monitoringloflthelsynchronizationlbetween(tirculatinglbeam(]
and[dontrol[@ndmonitoring[offhe@xtractionkicker[pulse[(MKE)..

® EightlSignalsfobeonitoredWwithfhreelindependentriggers.Pulseslareofthe
order[@f(10us,With{riggers(arriving@round20us(ihf@dvance
Somel(Specificlfequirements(are:

= Software[tompensation[bftable[delays,[(beamdimeloflight,(HVgenerator[delaylnO
orderfibldisplaylafrueeasure.Implies(Signallandiriggerdelaysknown[ib[System.

= Simultaneousview&[domparison(dfidifferent@cquisitions

= Acquisitionrigger/generator(synchronization[better(than[5lhs.[TTheiriggerCisCderived
fromRFSynchronization.O

= Cycleldependent(riggering
= PredefinedSettings[{gain, timebase)iafenusfor@achheasurement

® Differentiihodesdfl0peration:[

= WidellimebaseFzoomfacility[forfindingthepulseslihside@largefimelintervalduringd
hardware(Setup

= Fineimeesolutionforldontrol@nd8ynchronizationwith(beam.
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FunctionalityihChextlgeneration’mAos(I{1)

® System@ndlayout:

= NewlGratel@andodulelS8ystemBasedonhodern,Standard,0pen(Supplier
hardware(and(Software.

= Duall@hannelsi{iwherepossible)
=  WideDand[Signallultiplexing.

= Caselbyltaselbkystemltonfiguration(I'standard” modules{acquisitionCand
multiplexers)

= Acquisition[@rates[@ptimallylinstalled(@loselfolSignalSources

® General:
= Extension[offtheMumberofipointsiperlacquisitionfolappropriate maxima
= Maintainfthe[100 ms(acquisition[and(displayfime

® Triggering:
= Widerlghoicelof[friggeringthodes,e.g.[ihternalevent’ trigger
= Pre-acquisitionl@ompensation[of(Signalland ToF delays
= RFbucketSelection@ndfriggeriwithvarious(inodes({e.g. f, intervallrain)
= Pre/postliriggeriihemorization(ofldata.
= PostMortem(rigger{LHC)
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FunctionalitylinChextlgeneration’ mAosI{R)

¢ Datalfreatment:
= Acquisitions@nd@cquisition(Settings[Storedlih(Single[database®
= Standarddatalformats:[format(iobe@greed! ((PMWGIproposal)
= PostMortem[@ompatibility
= DatalidentifiedWith[@yclefype@nd@ycleMumberiwhere@ppropriate
=  Time-stampingofldatalacquisition[(UTC)
= Post-acquisition[Synchronizationlofldatal@cquisitions
= Zoom[facilitylih[acquisitionswith[large@umbers[ofldatalpoints
= Analysis(facilities[Such@s[peak(detection,[@nvelopeldheck/comparison.

= Buffer(storingldfldatafromigivenfacquisitionSystems, feadableBymany]
clients®
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FunctionalitylinChextlgeneration’ mAosI3)

® Operational:
= Convenientlser(hterfacefor@ontrollof(allfunctionalityl@anddataldisplay
= StandardSetuphenusordifferent@pplications

= Userlfeservationloffacquisition@équipment,Wserpriority(allocation/re-
allocation[of[équipment.[{as[present nAos) *

= ‘Integration’ ofieasurementsfromiother[Systems

= Maximum{compatibilityCO withC) Post-Mortemd and O otherd systems [ havingd
equivalentfunctionality

® Replacementiofipresent(Stand-alonefacilities:
= PureldatalacquisitionllabVIEW@pplications(e.q.[SPSIASOS?
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Functionalitylin[hextlgeneration’[mAos(II{4)

® Someldther(possiblefunctionallfequirements,motSpecified

= Exportliriggerlile.SendingdflihternallfriggeriononelSystem[io others
(Caselby[Casebasis)

= Realfimel8witching[dfSettingsfrom(cyclefoldycle

= 1 nslprecision{maximum({itter)ih(Slow{iming[irigger

TheselhavelSubstantiallhardware[&[Softwarelimplications!
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Conclusions[{Part[1)

v Existing[S8ystems[Studied

4 Userlfequirements[dollected:
= AnaloglionitoringSystemls[afundamentalfacilityfordperation

= ForlthelargelpartlitiéanandShouldhakemaximumuselof(Standardfacilities[6f(]
theldontrolSystem;[database, fiming,iddleware&dommunications,[GUILL

! OngoingaskdfifollowingpIlHCequirements& MPWG,ILCC,[PM(Studies

Progression

= Hardwarel@and(Software[platforms
= Prototypingl@andifestslinprogress
* Realization[@fldverall[Softwarelstructure

inSecondpartlofipresentationl]..

SiWG Report — LHC CP 18" February2003 14




Anal ogsignal sd quisition: dfatusl]
andpl ans

JavierSerrano[AB- CO
On(b eh al 6ffH eSiIWG

LHC-CP 18February2003.

@\ Thetlurrent8ystem0]

o

Virtual oscilloscopes LAN VXl crates

o

Analog inputs

[EreEde RE bR

sl III Analog inputs
lp.$844%,

g o} EIITIIII R4
= T jsiisia | Analog inputs
e o, fossssdsing |
' A

Oracle database

LHC-CP 18February2003

Triggers

@\ Hard wareld h oic edl ot e[
f uturedystem

¢ Compac tPCIf @rmfac tor.

¢ Concurrentlec hnol ogiddéhtium-b ased [J
CPUDB oard.

¢ Acqirisdigitizermodul es.

¢ Pickeringdnal ognatrix[@nd mul tipl exerd
modul es.

¢ General Mac hinelliming daPMCI(PCI O
Mezzaninel[Card ), aMail ab | eéf orehle@nd O
of Z003.

¢ RFBOucketiming @ardin®MC, tdb el
devel oped.
LHC-CP 18February2003.

@\ Sof twareth oic edlorth e[l
: f uturegystem

¢ Threeflered @rc hitec ture.

¢ Linux[@Siunning hiih eQomp ac tPCk rates.O
Alfeal-timel@l ternativenil b@exp!| orednl yfl(
need b e.

¢ Useldf AB-COlstand ard Clomp onents:

m Front@nd UsesEquip mentModul es.

= Communic ationbetweenfl rontéhd @nd mhidd| &Erd]
throughControl ddidd| eware.

= Middl &eriwil ugelServic esprovidediiyBB- CO.
= GUI based @nfih eGUI P1 atf orfGP).

LHC-CP 18February2003.




&)

*

*

Status(of tésts(@nd O
d evel opments

Conc urrentec hnol ogigSPIUG oard steésted [
(bug sflounddnd flixeddymanuf ac turer).

Ac qiris1 Gs/ snlod ul eested Und erDinux[

Ac qiris2 Gs/ snlodul eésted ind er
Lab view/ Wind owstith SPSB eam.

Mul tip| exendd ul es$[orTIT 4 Gésts(Sel ected [
and [@roc ured Lnuxd riverwil be@vail abl el
shortl yfomAB-CO-FC.

Low( requenc yhul tic hannelb@ard With O]
Linux[Sup p ortplurc h asediforéval uation.

Bac kiip MAos[Sol utionhrep aredfdorCiT40.

LHC-CP 18February2003.

©)

o

Thewayd orward(l)

¢ ChoicesflorTIT 4 aésts: Linux, I1Gs/ sAL qiris

modul esPid k eringnul tip| exesid [
Conc urrentlec hnol ogieSPU.

SP Sihountaindang el eing dlevel op eddll
Lab view.(Wil b orted Datertidih e(]
arc hitec tureth osenflorfiT40.

Front@nd : Equip mentMod ul eglorh e[
digitizersand fh eimul tip| exers.

LHC-CP 18February2003.

&)

Thewayd orward(®)

Midd | &@r: ¢l oselol | aboratidrefweenlAB-
CO-FC@and AB-CO-AP.

GUI AB-OPIlihvol vednld evel op mentyifh [
sup p ortflromth eGP feam.

Forbothmidd| éEr@and GUI an@nal ysigiasl
to ed oneld ased Gn@urlfequirements.

Thegloalislioh ave@dl ulwdrk ing plrototyp el

satisf yingthlerequirements( orfhi el T4 Gésts]
b yih eend @f Aug ust.

LHC-CP 18February2003.

(=)

Conc | usions

Basic dec isionsmad eldnf ard wareand O
sof twarehl atf orms.

Prototypingand festslin(p rogress.

Overal s@f twaresiruc turenowh asfob eld
def inednld etail .

> | mpl ementationahal read wal id atgiarts@af th eMHCO
c ontrolsiistem.

> SupportShoul degivenHighpriority.
Foc ushbw([On(T T4 Qést.

Ongoing task @f ol | owing MHCO
requirementsZ MPWG, LLCC, PM[Stud ies.

LHC-CP 18February2003.




